
International Journal of Accounting Information Systems 21 (2016) 1–17

Contents lists available at ScienceDirect

International Journal of Accounting Information
Systems

j ourna l homepage: www.e lsev ie r .com/ locate /acc inf
Business intelligence systems use in performance measurement
capabilities: Implications for enhanced competitive advantage
Matt D. Peters a,⁎, Bernhard Wieder a, Steve G. Sutton b, James Wakefield a

a Accounting Discipline Group, University of Technology Sydney, P.O. Box 123, Broadway, NSW 2007, Australia
b College of Business Administration, University of Central Florida, P.O. Box 161400, Orlando, FL 32816, United States
a r t i c l e i n f o
⁎ Corresponding author.
E-mail address: Matthew.Peters@uts.edu.au (M.D. P

http://dx.doi.org/10.1016/j.accinf.2016.03.001
1467-0895/© 2016 Elsevier Inc. All rights reserved.
a b s t r a c t
Article history:
Received 26 October 2015
Received in revised form 14 March 2016
Accepted 24 March 2016
Available online 4 May 2016
The purpose of this study is to better understand how the quality of a Business Intelligence (BI)
system improves the diagnostic and interactive dimensions of management control systems
(MCS), thereby enhancing performance measurement capabilities, which in turn are positively
associated with competitive advantage. Integrating theory from performance measurement, or-
ganizational learning and the knowledge-based view of the firm, a theoretical model is devel-
oped that considers three concepts of BI quality (infrastructure integration, functionality, and
self-service) and the roles they play in enhancing diagnostic and interactive performance mea-
surement capabilities. Data collected via survey from 324 CEOs and CFOs provides support for
the theorized effects of BI quality on performance measurement capabilities. These capabilities
in turn are positively associated with competitive advantage.
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1. Introduction

Business intelligence (BI) systems provide broad measurement and analysis capability, including the foundations for
implementing integrated and comprehensive management control systems (MCS) (Elbashir et al., 2011, 2013). This broad
MCS-enabling capability is derived from the hundreds of pre-designed scorecards and key performance indicators available
through contemporary BI software (Howard, 2003). Prior research shows that effective assimilation of BI at the business pro-
cess level can lead to enhanced organizational learning and organizational performance (Elbashir et al., 2008, 2013; Lee and
Widener, 2016). These benefits arise from top management's support and knowledge of BI (Lee et al., 2014) along with a
knowledge culture that promotes operational managers to use the BI and to effectively interact with IT managers to develop
the BI infrastructure (Elbashir et al., 2011).

The focus of the prior research has been on top management, operational management and IT management, and their effec-
tiveness in assimilating BI into business processes. The BI systems themselves have generally been viewed as a given, with the
focus being on the human capability to adapt such systems. However, there is an absence of research focusing on how this BI
capability is harnessed through effective planning and reporting to support the desired interactive and diagnostic capabilities of
effective MCS.

The purpose of this study is to enhance our understanding of how BI quality enhances performance measurement practices
and competitive advantage. We establish BI quality as a combination of BI infrastructure, BI functionality and BI (managerial)
self-service. We apply Alavi and Leidner's (2001) three dimensions of data, information and knowledge, to relate BI quality to
eters).
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support of the planning and reporting activities that underlie performance measurement information. The effects of BI quality are
examined for their ability to lead to better performance measurement capability combining diagnostic and interactive dimensions
(Simons, 1995). Diagnostic and interactive performance measurement capabilities are considered necessary to effectively support
the knowledge capability of a firm (Lee and Widener, 2016) and for the pursuit of competitive advantage (Simons, 1995).

We develop a theoretical model of the relationships between BI quality, performance measurement system effectiveness, and
the associated enhancement to competitive advantage, based on a combination of theory on performance measurement, organi-
zational learning, and the knowledge-based view of the firm. The theoretical model is tested through data collected via survey
from 324 CEOS/CFOs (or equivalent). The results of the Structural Equation Modeling-Partial Least Squares (SEM-PLS) analysis
support the theorized relationships, including the three dimensions of BI quality, BI quality's positive relationship with enhanced
performance measurement capability, and resulting competitive advantage.

The results of this study contribute to the overall understanding of how use of BI systems impacts organizational performance by
focusing on how BI quality affects performance measurement capability. The research demonstrates how the manner in which BI is
implemented, and the resulting facilitation of planning and reporting activities, impacts performance measurement capability.

This research has implications for both practice and research. First, we develop a multi-dimensional set of constructs for
assessing BI quality, through the concepts of infrastructure, functionality and self-service. Second, we explain how BI quality im-
proves MCS effectiveness through both the diagnostic and interactive dimensions of performance measurement capability. Third,
we find support for relationships whereby: BI infrastructure enhances BI functionality; functionality in turn enhances performance
measurement capability (including indirectly through BI self-service); and performance measurement capability ultimately en-
hances competitive advantage.

The remainder of this paper is presented in four sections. The first section overviews the background of the research and establishes
the theoretical basis for the hypothesized relationships in the model. The second section provides an overview of the research method,
while the third presents the results of the analysis. The final section provides a summary of the results from the research alongwith lim-
itations that should be considered and implications for future research.
2. Theoretical model

BI systems1 (and strategic information systems as a whole) are considered to be most effective at the business unit level and it
is through business unit-level enhancements that overall organizational performance is enhanced (Elbashir et al., 2008). This
study therefore examines BI quality and performance measurement at the business unit level. Accordingly, our theorizations
draw from Simons' (1995, 89) concepts of performance measurement and from Huber's (1991) theory of advanced information
systems and organizational learning. Simons (1990) concepts of interactive and diagnostic uses are the dominant performance
measurement framework in recent literature (Grafton et al., 2010). As will be demonstrated, Huber's (1991) organizational learn-
ing theory aptly applies to the cybernetic learning that underlies performance measurement systems and capabilities.

Following Alavi and Leidner (2001), the BI and performance measurement concepts in the theoretical model are differentiated
in terms of data, information, and knowledge. BI infrastructure integration refers to data qualities. BI functionality refers to the
quality of the applications that process data into information. BI self-service and performance measurement capabilities are the
extent to which such information is mediated cognitively by the knowledge bases of individual managers. A knowledge base is
an individual manager's repository of learning (Thomas et al., 2001; Clark et al., 2007). Organizational learning occurs when
the knowledge base of more than one manager is affected by their cognitive processing of information (Huber, 1991). Further,
there is evidence that diagnostic and interactive BI uses will improve managers' knowledge bases (Lee and Widener, 2016).

Ultimately, the interest is in competitive advantage, which refers to superior business unit financial performance relative to
rival firms (Grafton et al., 2010). The hypothesized relationships with competitive advantage draw on knowledge-based theory
(Grant, 1996), which extends resource-based theory (Barney, 1991) to include resources that are knowledge-based, such as the
knowledge embedded in and carried through organizational culture, routines, policies, systems, documents, and the minds of in-
dividual employees (Alavi and Leidner, 2001). These two theories conceptualize a firm as a bundle of assets and resources that are
deployed in routines/capabilities (Barney, 1991). An “asset”, such as a generic IT application, could be procured from external sup-
pliers by any firm, and so any value it can contribute in organizational capabilities can only be a source of temporary competitive
advantage — because eventually all firms could procure it such that there will be a situation of competitive parity (Barney, 1991).
In contrast, a “resource” such as social complexity or managerial talent can be a source of persistent competitive advantage, at
least to the extent that it is heterogeneously distributed across rival firms and immobile.

It is important to recognize that BI functionality, BI infrastructure integration, and BI self-service are each conceptualized as
two-dimensional emergent (i.e., second-order formative) in the theoretical model. BI planning and BI reporting are the two
dimensions that together constitute a performance measurement BI system. BI planning is for producing performance plans, for
example, annual budgets and monthly forecasts. BI reporting is for management reporting and analysis of performance measure-
ment outcomes and feedback variances. Both BI dimensions typically contain profit-planning data (i.e., traditional accounting
1 BI is a term that broadly refers to management support systems for gathering, storing, and accessing data for decision making (Clark et al., 2007; Fedorowicz and
Konsynski, 1992). BI systems are distinct fromexecutive information systems, knowledgemanagement systems, anddecision support systems (Clark et al., 2007).Here-
in, we use the term BI in reference only to the category that is specific to business unit performancemeasurement (Chaudhuri et al., 2011). Other types of BI— such as
data mining and analytics, predictive analytics, and text analytic engines (Chaudhuri et al., 2011) — are outside the scope of this research project.
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data) and non-financial data (e.g., key performance indicators from a balanced scorecard). For the hypotheses section we use the
higher-order emergent concept of BI, which is BI planning and BI reporting combined.

It is important to recognize that the performancemeasurement capabilities conceptualization is also two-dimensional emergent. Fol-
lowing Simons (1990, 1991, 1994, 1995) and Simons et al. (2000), a performance measurement capability combines two categories of
performance measurement routines: (1) diagnostic; and (2) interactive. Diagnostic performance measurement routines are those
where topmanagers use performancemeasurement information to track outcomes and tomanage performance by exception, and there-
by to implement business strategies (Simons, 1995). Interactive performancemeasurement routines are thosewhere top and lowerman-
agers together use performancemeasurement information to engage in dialog and debate tomanage strategic uncertainties faced by the
business unit, thereby formulating business strategies (Simons, 1995). The combination of diagnostic and interactive uses comprehen-
sively captures both the feedback and feedforward processes of learning (Simons, 1995). This combination also captures the intertwined
roles of performancemeasurement systems in both the formulation and implementation of business strategies (Ferreira andOtley, 2009;
Tessier and Otley, 2012; Mintzberg, 1978; Simons, 1995).

The model is formulated based on the theoretical streams identified in the previous section (see Fig. 1). BI quality is articulated
in terms of: (1) BI infrastructure integration; (2) BI functionality; and (3) BI self-service (i.e., manager's independent use). The
second part of the model pertains to how BI quality at the component level is related to performance measurement capability
and also to competitive advantage.

2.1. BI quality

BI infrastructure integration concerns database structures and processes. It provides accurate, reliable, and readily available
multi-dimensional data for performance measurement through four data dimensions: (1) objects; (2) attributes; (3) time; and
(4) plan versions (Ariav, 1992). Objects are responsibility center arrays (e.g., profit center, revenue center, and cost center) and
aggregation patterns (e.g., manager, regional, and national). Attributes are the calculative elements (e.g., monetary amounts,
stock keeping units, sales volumes, and employee payroll details). Time dimensions are the calculation periods such as day,
month, quarter, and year. Plan versions are model instances (e.g., actual results, budget, prior forecast, and most recent draft forecast).
BI infrastructure integration depends on connectivity with underlying primary data sources and compatibility in the structure and se-
mantics of those underlying data sources (Keen, 1991;Mithas et al., 2011).Where BI infrastructure integration is “low”, data reside across
an array of dispersed and fragmented spread sheets, which aremanually integrated both together andwith other data sources.Where BI
infrastructure integration is “high”, there is a “common” database configuration.

BI functionality refers to the usability of an application for modeling and interacting with multi-dimensional data hierarchies
(Ariav, 1992; Clark et al., 2007; Peng et al., 2007). Multi-dimensional data hierarchies require that data objects and attributes
be linked together in an integrated calculative scheme. With greater BI functionality, it is easier to navigate across various levels
of aggregation or disaggregation within a multi-dimensional data hierarchy model. Greater functionality also facilitates more
dynamic interaction with the time dimensions and plan versions of multi-dimensional data hierarchy models by providing
more unified access and manipulation of and between them (Ariav, 1992). Where BI functionality is “low”, user modeling and
data interaction occurs in spreadsheets. Spreadsheets offer only limited interactive interfacing with object and attribute multi-
dimensionality and it is relatively difficult for users to switch between and view a multiplicity of time dimensions and plan ver-
sions. In contrast, where BI functionality is “high”, advanced design properties enable greater ease, extent, and speed of structured
data processing for a multiplicity of multi-dimensional data hierarchical models (Ariav, 1992). In summary, BI functionality is us-
ability for multi-dimensional data modeling and analysis, whilst BI integrated infrastructure is the extent of reliable and accurate
multi-dimensional data availability for such modeling and interaction. Thus, the usability of a BI interface is limited by the multi-
dimensional data available to use it. This leads to the first hypothesis:

H1. BI infrastructure integration enhances BI functionality.
Fig. 1. Theoretical model.

Image of Fig. 1
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A substantial body of research has investigated antecedents and consequences of information systems usage (DeLone and
McLean, 2003; Clark et al., 2007). Here the focus is a concept developed within this study called BI (managerial) self-service,
defined as the frequency of individual use of a BI application by business managers. Frequency of use is one of the most common
measures of information systems usage (Doll and Torkzadeh, 1988; Burton-Jones and Straub, 2006; Hou, 2012). A low level of BI
self-service occurs when only management accountants use that BI application. A high level of BI self-service occurs when busi-
ness managers frequently use that application themselves, during annual budget setting, monthly forecasting, and periodic
(e.g., daily) reporting routines. Without BI self-service, business managers rely solely on static presentations of performance mea-
surement information that are coordinated by management accountants, whereas with BI self-service managers also rely on their
own interactions with the BI system.

Drawing from prior literature, several reasons are established as to why BI functionality likely increases BI self-service. In es-
sence, BI functionality refers to the ease, extent, and speed of structured multi-dimensional data processing (Ariav, 1992). These
design features very likely enhance user satisfaction (Doll and Torkzadeh, 1988), which prior research recognizes as a critical
determinant of successful ongoing use of a BI system (DeLone and McLean, 2003; Hou, 2012). By facilitating a higher quality of
interaction between the user and the system, the usability qualities of BI functionality make it easier to elicit desired information,
thereby increasing the likelihood of a business manager electing to use the system (Clark et al., 2007; Dilla et al., 2010;
Yigitbasioglu and Velcu, 2012). In summary, BI functionality provides superior interface usability for accessing user-defined infor-
mation representations. These features likely cause more business managers to use the BI application than just to rely on static
reports and presentations provided by management accounting staff. This leads to the second hypothesis:

H2. BI functionality enhances BI self-service.
2.2. BI quality and performance support

Performance measurement capabilities are the collections of routines in which managers use performance measurement infor-
mation to maintain or alter a business unit in line with objectives (Nelson and Winter, 1982; Simons, 1995). As discussed previ-
ously, the emergent conceptualization of performance measurement capabilities employed herein combines both the diagnostic
and interactive categories of routines (Simons, 1990, 1991, 1994, 1995). Whilst the two categories differ in terms of styles of per-
sonal involvement by top management (Simons, 1991; Ferreira and Otley, 2009; Tessier and Otley, 2012), they are both
underpinned by cybernetic feedback loop processes. We use the idea of cybernetic feedback loop processes to relate BI to the sin-
gular construct of performance measurement capabilities.

Cybernetic feedback loops (whether used diagnostically or interactively) comprise feedforward and feedback learning process-
es (Otley and Berry, 1980; Green and Welsh, 1988; Emmanuel et al., 1990). BI planning systems are needed for the feedforward
stage of cybernetic control, whilst BI reporting systems are needed for the feedback stage, in which actual results are compared
with feedforward data to calculate feedback variances. Managers engage in feedforward learning to develop their knowledge
bases of anticipated future organizational states, whilst feedback learning develops knowledge bases for actual performance var-
iances (Emmanuel et al., 1990; Thomas et al., 2001). Feedforward and feedback learning usually occur through an annual
budgeting cycle, along with monthly forecasting and results-reporting cycles (Libby and Lindsay, 2010).

To link BI functionality to enhanced learning within cybernetic performance feedback loops, we draw from Huber's (1991)
theory of advanced information systems and organizational learning. According to (Huber, 1991, 89), an “entity learns if, through
its processing of information, the range of its potential behaviours is changed” and “an organization only learns if any of its units
acquires knowledge that it recognizes as potentially useful to the organization” (Huber, 1991, 89). Advanced information systems
can enhance organizational learning in three ways: (1) by broadening information distribution within an organization; (2) by fa-
cilitating the elaboration of more varied interpretations; and (3) by enabling more entities to develop uniform comprehensions of
the various interpretations (Huber, 1991).

These three criteria from Huber (1991) lay the foundation for understanding the impact of BI functionality. First, BI function-
ality can broaden the distribution of information within an organization because it provides a more granular rendering of the or-
ganization along with greater ease in modeling or interacting with that rendering. These properties lead to a greater quantity of
performance measurement information available for distribution within an organization. Second, BI functionality can facilitate the
elaboration of more varied interpretations of plans and feedback because greater data multi-dimensionality makes more specific
the underlying activities of the managers in question. This greater specificity provides more planning or feedback data points for
individual managers to form interpretations that are based on their own localized perspective. Third, BI functionality can enable
more entities to develop uniform comprehensions of the various interpretations because of the hierarchical structuring of the
data. The syntax of the integrative calculative scheme that structures a hierarchical data model facilitates uniform interpretations
of plans, results, and feedback. Thus, in summary, BI functionality likely enhances both feedforward and feedback organizational
learning. Given that these learning processes underlie the effective functioning of performance measurement capabilities (Otley
and Berry, 1980; Green and Welsh, 1988; Emmanuel et al., 1990), the third hypothesis is stated as:

H3. BI functionality enhances performance measurement capabilities.

BI self-service is similarly related to the enhancement of performancemeasurement capabilities. Again, Huber's (1991) three criteria
for deriving organizational learning from advanced information systems are of interest. First, BI self-service will broaden information
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distribution within an organization because, by interacting with a BI application, a business manager will access more information than
would otherwise be possible from static reports. Indeed, numerous studies find evidence that information systems use bymanagers en-
hances their learning (e.g., Leidner and Elam, 1995; Vandenbosch andHiggins, 1995;Maiga et al., 2013; Lee andWidener, 2016). Second,
BI self-service will enable elaboration of more varied interpretations of organizational activity, because a business manager can use his/
her unique knowledge base to develop unique interpretations of the information in the BI application (Thomas et al., 2001; Clark et al.,
2007). Indeed, Shollo and Galliers (2015) provide evidence that BI systems enable users to conduct data analyses in ways that enable
interpretations that would otherwise have been unknowable. Third, BI self-service can enable more entities within the organization
to develop uniform comprehensions of those various interpretations, because a manager's enhanced interpretations can be
shared with other managers in performance measurement capabilities. This is supported by prior research that finds BI can
be effective in management control practices by facilitating knowledge sharing between top management and operational
managers (Elbashir et al., 2011, 2013). As such, the fourth hypothesis is stated as:

H4. BI self-service enhances performance measurement capabilities.
2.3. Links to competitive advantage

Performance measurement capabilities are valuable if they enhance competitive advantage. The knowledge-based perspective
(Barney, 1991; Grant, 1996; Teece et al., 1997) adapted here posits that learning routines that systematically develop and deploy the
knowledge bases ofmanagers are important drivers of competitive advantage. In knowledge-based routines, managers create and trans-
fer knowledge to each other by learning (Kogut and Zander, 1992;Nonaka, 1994), andwhen that learning improves the effectiveness and
efficiency of the business, it creates value for achieving competitive advantage (Barney, 1991; Grant, 1996; Teece et al., 1997). In perfor-
mance measurement capabilities, these learning and knowledge creation dynamics are structured by the cybernetic mechanism. Infor-
mation processing by individual managers in performance measurement routines creates and transfers knowledge between managers
at all levels of the hierarchy. This knowledge concerns the actual states of existing organizational capabilities as well as possible future
organizational capabilities. According to the knowledge-based perspective, where such routines require knowledge-based
resources that are immobile and heterogeneously distributed amongst rival firms, value creation can be a source of relatively persistent
competitive advantage (Barney, 1991; Grant, 1996).2 Accordingly, the fifth hypothesis is stated as:

H5. Performance measurement capabilities are positively associated with competitive advantage.

Knowledge-based resources embedded in BI quality concepts also form key foundations for associated gains in competitive
advantage from performance measurement capabilities. These resources flow through the mediation chains implied in the
theoretical model (Fig. 1). Prior literature highlights several key knowledge-based resources that are likely embedded in
each of the three BI quality concepts.

First, BI infrastructure integration requires team-embodied skills to understand, plan, and manage the complex IT change, for
both adoption and maintenance (Ray et al., 2005). For adoption of BI infrastructure, Lee et al. (2014) provide evidence of positive
effects from knowledge creation and sharing processes involving CIOs and top management teams. For maintenance, effective BI
infrastructures must interact reflexively with changes in business processes (vom Brocke et al., 2014), requiring that IT managers
work collaboratively with functional managers to coordinate complex IT activities and to understand, anticipate, and plan future
business needs (Mata et al., 1995; Wade and Hulland, 2004).

Second, because BI functionality can be procured from and implemented by a variety of vendors and consultants, in itself it can
only be a source of competitive advantage to earlier adopters (Barney, 1991). Much of the knowledge-based resources needed to
adopt BI functionality are knowledge of “best-practice”, which will not be a long-lasting source of heterogeneity or immobility for
conferring competitive advantage because it will become commonplace over time (Wade and Hulland, 2004). Nonetheless, in the
context of our theoretical model, BI functionality is immobile and heterogeneous to the extent that it relies on the knowledge-
based resources needed to adopt and maintain BI infrastructure integration.

Third, BI self-service can leverage managerial talent resources such as professionalism and business-specific experience
(Barney, 1991). BI self-service can also leverage organizational cultures that are high in trustworthiness and low in opportunism
(Mata et al., 1995; Simons, 1995) and that value analytical decision-making (Popovič et al., 2012). Further, knowledge-based re-
sources from BI infrastructure integration should also flow through BI functionality and into BI self-service, providing BI quality
with heterogeneity and further immobility.

In summary, because the three BI quality concepts contain knowledge-based resources, there will be persistence in the effects
that BI quality has via the mediation chains in the theoretical model. Prior empirical studies provide some notional support for
such indirect relationships with performance. Elbashir et al. (2011) link BI infrastructure sophistication to BI assimilation
(which could occur through performance measurement capabilities and BI self-service) and Elbashir et al. (2013) link BI assimi-
lation to organizational performance. Lee and Widener (2016) confirm mediation effects from organizational learning capacities
on the link between BI reporting capabilities and business process performance. Elbashir et al. (2008) link BI systems to organi-
zational performance via business process performance. Managerial IT usage (such as in BI self-service) has also been found to be
2 Some examples of knowledge-based resources used in performancemeasurement capabilities are social complexity and managerial talent (Barney, 1991; Simons,
1994; Grant, 1996; Henri, 2006; Chapman and Kihn, 2009).
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indirectly beneficial for organizational performance by enhancing organizational information assimilation (Vandenbosch, 1999)
and associated organizational learning and enabling routines (Maiga et al., 2013; Chapman and Kihn, 2009). In aggregate, this
leads to the sixth and final hypothesis:

H6. BI quality has a positive indirect association with competitive advantage.

3. Research method

This study is based on a questionnaire that was administered to senior managers of Australian-based business units. The ques-
tionnaire relied partly on established constructs and measurement instruments, and partly on new measurement scales that were
necessarily developed for the three new BI constructs. The survey design and administration were therefore conducted in two
stages: (1) a BI construct scale development (pre-testing and pilot-testing) survey stage; and (2) a hypotheses-testing survey
stage. For both stages we applied an established methodology to develop the meanings and epistemic relationships (Bisbe
et al., 2007), conventional design and administration procedures (Netemeyer et al., 2003, 100; Dillman, 2007), and procedures
to ensure face and content validities (Tourangeau et al., 2000).

3.1. Pre-testing and pilot-testing survey stage

To develop an initial scale for the three new BI constructs, the practitioner literature was reviewed — including vendor promo-
tional materials and status reports (Foster et al., 2005; Dodson et al., 2008). Industry experts were also consulted. We then pre-
tested the scale with five academics and nine practitioners to ensure content and face validity, as well as the appropriateness of
Likert-scale endpoints (Netemeyer et al., 2003, 100). Subsequently, a pilot-testing survey with a wide range of BI planning- and
reporting-related measurement items was administered to 1200 finance managers. For the pilot-testing survey we received 142
usable responses (12.0% response rate). After performing reliability and validity analyses on this pilot-test dataset, we identified
the reflective measurement scales eventually used in the main survey for the BI infrastructure integration, BI functionality, and BI
self-service constructs. The questionnaire items are shown in Appendix B.

3.2. Construct measurement

All survey items were analyzed by SEM-PLS in a reflective mode. Competitive advantage and firm size (control variable) are
the only latent variables measured as a unidimensional constructs. All other hypothesized latent variables are two-dimensional
emergent constructs.3

3.2.1. BI infrastructure integration
In general, highly integrated IT infrastructures are characterized by high connectivity (reach) and compatibility (range) (Keen,

1991; Mithas et al., 2011), achieved in a single platform and single database infrastructure (Chapman and Kihn, 2009). Infrastruc-
ture integration is possible from a variety of architectural configurations. One example involves a wide-scope enterprise resource
planning system (e.g., a full SAP ERP system implementation), which integrates platforms, software, and data. Another example,
more focused on data integration, occurs if data from various primary sources (e.g., payroll system, customer relationship management
system, accounts payable system, cost accounting systems, and a general ledger system) are routinely extracted, transformed and loaded
into a central data warehouse (Rai et al., 2006). As the latter example is the most common data integration tool for BI, we measured BI
infrastructure integration through four related dimensions: (1) overall systems integration (Chapman and Kihn, 2009); (2) data access;
(3) data capture/exchange (Rai et al., 2006); and (4) data storage (Chapman and Kihn, 2009) (see questionnaire items in Appendix B).
The latent variable scores for overall BI infrastructure integrationwere generated in a separate hierarchical PLSmodel as perWetzels et al.
(2009). This method accommodates the two emergent dimensions of BI planning infrastructure integration and BI reporting infrastruc-
ture integration.

BI planning infrastructure integration refers to the extent of connectivity of planning applications with the required data
source(s) for input and output. The extent of connectivity refers to the velocity and multi-dimensional scope of the available
and generated data. Higher BI planning infrastructure integration enables faster population of an individual user's planning appli-
cation with more multi-dimensional data, including collaborative planning data.

BI reporting infrastructure integration refers to the extent of connectivity of reporting applications with integrated data
sources, primarily for information output. The extent of connectivity refers to the velocity and multi-dimensional scope of the
available data. Higher reporting infrastructure integration enables faster population of an individual user's reporting application
with more multi-dimensional data.

Four questions for each of the two dimensions (see Appendix B) were developed in the pre-testing and pilot-testing stages.
Scores were coded from 1 to 5, with 5 representing high infrastructure integration. Latent variable scores for each of the two
dimensions were generated in a separate hierarchical PLS model as per Wetzels et al. (2009).
3 Essentially, in an emergent construct, the dimensions each cause a unique aspect, thereby collectively defining the construct (Jarvis et al., 2003; Bisbe et al., 2007).
Thismeans that the direction of causality is from the dimensions to the construct, such that changes in the dimensions cause changes in the construct, and that a census
(not a sample) of dimensions is needed in order to capture correctly the conceptual domain of the construct (Jarvis et al., 2003; Bisbe et al., 2007).
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3.2.2. BI functionality
To develop the two-dimensional BI functionality construct, we drew from the academic literature (Ariav, 1992) that con-

ceptualizes functionality as reflecting usability and multi-dimensionality. As discussed earlier, low functionality is derived from
a dynamic series of spreadsheet arrays, whilst high functionality is related to specialist applications.

BI planning functionality refers to the level of usability and multi-dimensionality of a planning user-interface application, such
that higher functionality enables faster creation and revision of budgets and forecasts with greater data multi-dimensionality. BI
reporting functionality refers to the level of usability and multi-dimensionality of a reporting application, such that higher
functionality provides more customizable reports, more sophisticated formats, and presentation features, and more multi-
dimensional data structuring.

The four questions for each of the two dimensions (see Appendix B) were arrived at based on the pilot test. Scores were coded
from 1 to 5, with 5 representing high functionality. Latent variable scores for each dimension were generated in a separate hier-
archical PLS model as per Wetzels et al. (2009).

3.2.3. BI self-service
Consistent with the other BI constructs, the self-service construct was operationalized as two-dimensional emergent, with each

dimension measured with a pair of reflective indicators. The two dimensions are: BI planning self-service and BI reporting self-
service. The indicators distinctly relate to either senior manager or middle manager use of the BI system based on Dodson
et al. (2008). Scores were coded from 1 to 5, with 5 representing high levels of managerial use of BI. Once again, the latent var-
iable scores for overall BI self-service were generated in a separate hierarchical PLS model as per Wetzels et al. (2009).

3.2.4. Performance measurement capabilities
A two-dimensional emergent construct was used to measure performance measurement capabilities, with the dimensions

being: (1) interactive performance measurement capabilities; and (2) diagnostic performance measurement capabilities
(Simons, 1995). Each of these two dimensions was measured with two-dimensional emergent models, with the dimensions
being: (1) profit-planning information; and (2) non-financial key performance indicators (Malmi and Brown, 2008). Each of
the four constructs was reflectively measured with four survey items adapted from prior literature (Abernethy and Brownell,
1999; Bisbe and Otley, 2004; Naranjo-Gil and Hartmann, 2007; Widener, 2007). The scores for interactive performance measure-
ment capabilities and diagnostic performance measurement capabilities were 1 to 5 and 1 to 7 respectively, with higher scores
indicating a higher degree of performance measurement capabilities. The third-order latent variable scores for performance mea-
surement capabilities were generated in two separate hierarchical PLS models as per Wetzels et al. (2009).

3.2.5. Competitive advantage
Competitive advantage is defined as superior firm performance relative to competitors. This approach controls for differences

in performance due to industry, environment, and strategy effects (Garg et al., 2003). Respondents were asked to rate their busi-
ness unit's performance last year relative to competitors across three dimensions: (1) sales growth; (2) market share; and
(3) profitability. Such subjective performance measures are common in the information systems literature (Bhatt and Grover,
2005; Ravichandran and Lertwongsatien, 2005; Oh and Pinsonneault, 2007). Subjective and objective measures of financial perfor-
mance have been found to correlate highly and to provide similar results in PLS modeling (Rai et al., 2006). Scores were coded
from 1 to 9, with 9 representing high performance. PLS analyses of our data indicate the three measures all loaded strongly
(.90, .91, and .81) on this construct, which provided confidence about reliability and validity.

3.2.6. Control: firm size
Firm size (full-time equivalent employees) was controlled for in the model as size has been found to systematically influence

organizational practices (such as performance measurement), performance, and competitive advantage (Baum and Wally, 2003;
Garg et al., 2003).

3.3. Sample selection and data collection

The data for hypotheses testing were collected over a three-month period using a cross-sectional mixed-mode (internet and
mail) survey (Dillman, 2007) administered to 1607 managers of business units of Australian-based companies. Assuming that
investments into high-quality BI are only feasible for medium or larger organizations and acknowledging that firm size can influ-
ence performance management practices (Baum and Wally, 2003; Garg et al., 2003), we limited our sample to organizations with
a minimum of 100 full-time equivalent employees. To ensure all respondents in the sample had adequate time to be familiar with
the BI system and performance management practices in their organization, responses from managers with a tenure of less than
one year were excluded.

The survey was conducted in four rounds, each consisting of an email invitation with a hyperlink to an online questionnaire
and a follow-up hardcopy of the survey mailed out three days after the email invitation. The survey yielded 507 responses (279
online and 228 paper questionnaires), 430 (203 and 227 respectively) of which were complete. This represents an overall response rate
of 31.6%, and a “complete” response rate of 26.8% of the target sample of 1607. Following the removal of 106 responses thatwere outside
our target sample, the final sample comprised 324 responses (160 online and 164 paper questionnaires). As expected, the majority of
responses were received from CFOs or other senior finance managers (61.1%), while the remaining sample comprised CEOs and general
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managers. Consistent with the sectoral structure of Australia's economy, themajority of responses (70.1%)were from the services sector,
with the remaining 29.9% from manufacturing firms.

3.4. Analysis of data characteristics and data quality

To determine the most appropriate analysis and testing techniques (parametric vs. non-parametric), all indicators and latent
variables were tested for normality (Bollen and Stine, 1990; Ringle et al., 2012). The skewness and kurtosis measures exceeded
two for many of the latent variables and corresponding indicators, indicating the data is not normally distributed (as shown in
Table A1 in Appendix A). Small and Srivastava's multivariate tests of skew, kurtosis, and normality were also performed
(DeCarlo, 1997), which confirmed that all the sets of indicators are non-normal. Consequently non-parametric test methods
were required in our study (non-parametric independent samples tests, partial least square analysis, and bootstrapping), and
factor-analysis was not deemed appropriate.

Several procedural remedies were applied to mitigate the potential of method bias. The potential effects of media preferences
(e.g., email filters or email avoidance) were reduced by contacting all target respondents both via email and post, and indepen-
dent sample tests confirmed homogeneous distribution of indicator scores across online and paper surveys. Motivational factors,
ability factors, and task factors can contribute to common method bias (Podsakoff et al., 2012). These factors were addressed by
eliminating or changing ambiguous items during the pre-test phase with practitioners, by targeting only senior managers, and by
ensuring the voluntary survey was anonymous. To further increase participants' motivation to respond accurately, they were in-
vited to register for a preliminary findings report by separate mail or email. The survey invitation email/letter avoided hints of our
research questions and hypotheses, and the ordering of the questions was designed to mitigate the risk of respondents guessing
the research relationships. The number of Likert-scale points varied between five, seven, and nine (Netemeyer et al., 2003) and
different anchor labels were used for related constructs (Podsakoff et al., 2012) (see Appendix B).

Two statistical remedies were used to assess for common method bias: (1) Harman's single-factor test; and (2) the unmea-
sured latent method factor technique (Podsakoff et al., 2003, 2012). First, for the Harman's test, exploratory factor analysis of
the 40 indicators (n = 324) resulted in nine factors with eigenvalues N1, with the strongest factor explaining 30.65% of the
total variance, suggesting that common method variance due to single source bias was not present (Podsakoff and Organ,
1986). Second, for the unmeasured latent method factor technique, a covariance-based structural equation modeling package
(AMOS) was used to construct a version of the hypotheses-testing model. The structural model estimates mirrored our
hypotheses-testing findings per the SEM-PLS procedure. When a general latent method factor was added, measured by all indi-
cators of the constructs, the structural model estimates were qualitatively unchanged. Thus, the two procedures provide evidence
that common method bias was not present (Podsakoff et al., 2003, 2012).

Non-response bias was assessed by comparing early and late respondents (Armstrong and Overton, 1977). We used the mid-
point of the data collected to classify responses as early or late, which is considered appropriate given that responses were re-
ceived evenly over the survey period (Moore and Tarnai, 2002) and multiple follow-ups were sent out by both email and mail.
Independent sample tests (Mann–Whitney U) showed no significant differences between the distribution of all data between
early and late respondents, indicating that non-response bias is not a problem in this study.

3.5. Structural equation modeling-partial least squares analysis

SEM-PLS path modeling was used in the analysis as it is best suited to the non-normal dataset and relatively small sample size
in our study. SEM-PLS uses very general, soft distributional assumptions and non-parametric prediction-orientated model evalu-
ation measures (Wold, 1982; Chin, 1998). SEM-PLS is particularly suitable for indirect effect analysis in multi-mediator models
(Liang et al., 2007; Taylor et al., 2008). “SmartPLS” version 2.00 M3 (Ringle et al., 2005) and “R” (package “plspm”) were used
for SEM-PLS analysis and bootstrapping, and the results are reported following recent guidelines (Chin, 2010; Ringle et al., 2012).

3.5.1. Measurement model quality
All first-order constructs were measured reflectively and accordingly were tested for convergent and discriminant validity

(Chin, 1998; Hulland, 1999). Regarding convergent validity, indicator reliability was assessed by examining the significance of
the construct loadings. Table A2 in Appendix A reports the measurement indicator loadings, which are all significant at p b .001.

Regarding construct reliability and validity, Table A2 indicates high internal consistency in terms of composite reliability
(Dillon-Goldstein's rho ≥ .60 and Cronbach's α ≥ .70) (Nunnally, 1978; Fornell and Larcker, 1981; Bagozzi and Yi, 1988; Chin,
1998). Convergent validity is confirmed as all average variances extracted (AVE) clearly exceed .50 (Fornell and Larcker, 1981).

Discriminant validity of the construct indicators was examined by analyzing the loading of each indicator on its first-order
construct, relative to its loading on other constructs. Table A3 in Appendix A confirms that all first-order construct-specific load-
ings exceed .70 (Chin, 1998; Hulland, 1999) and that each indicator's load is highest for the relevant latent variable construct
(Fornell and Larcker, 1981). Discriminant validity of the constructs is evidenced by the fact that all square roots of the AVE in
the diagonal in Table A5 exceed the correlations with the other constructs (Barclay et al., 1995; Chin, 1998).

3.5.2. Hypothesis testing procedures
The SEM-PLS path model (see Fig. 2) includes all hypothesized direct effects and outer weights of the latent formative variables. The

magnitude of the direct effects is represented by the path coefficients. Themagnitude of the indirect effects is determined bymultiplying



Fig. 2. Result model (n = 324).
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the coefficients of the paths in the mediational chain (Baron and Kenny, 1986; Taylor et al., 2008). The significance of each effect is
determined using the bias-corrected percentile bootstrap method (Preacher and Hayes, 2008; Taylor et al., 2008).4
4. Results

The results for the tests of H1 to H5 are all supported, as shown in Table 1 and Fig. 2. We find that BI infrastructure integration
enhances BI functionality (β = .70, p b .001), consistent with H1. Subsequently, BI functionality enhances both BI self-service
(β = .36, p b .001) and performance measurement capabilities (β = .39, p b .001), consistent with H2 and H3 respectively.
Performance measurement capabilities are enhanced by both BI functionality and BI self-service (β = .15, p b .01), consistent
with H4. The resulting performance measurement capabilities are positively associated with competitive advantage (β = .18,
p b .01), consistent with H5.

H6 predicted that BI quality (represented by each of the three BI quality concepts) would be indirectly associated with com-
petitive advantage. The theoretical model (Fig. 1) implies a total of five such mediation chains (i.e., indirect effects), which are all
supported — as reported in Table 2. We find that BI infrastructure integration is indirectly positively associated with competitive
advantage through both mediation chains: (1) via BI functionality and performance measurement capabilities (β = .04, p b .01);
and (2) via BI functionality, BI self-service, and performance measurement capabilities (β = .01, p b .01). We find that BI func-
tionality is indirectly positively associated with competitive advantage also through both mediation chains: (1) via performance
measurement capabilities (β = .06, p b .01); and (2) via BI self-service and performance measurement capabilities (β = .01,
p b .01). Finally, BI self-service is indirectly positively associated with competitive advantage via performance measurement capa-
bilities (β = .03, p b .01). In aggregate, BI quality as defined by the three BI quality concepts is indirectly positively associated
with competitive advantage, supporting H6.

The proportions of variance explained are: BI functionality R2 = 0.49; BI self-service R2 = 0.13; performance measurement
capabilities R2 = 0.17; and competitive advantage R2 = 0.04. As expected, our control variable, firm size, is also a significant
positive predictor of performance measurement capabilities (β = .11, p b .05) and competitive advantage (β = .08, p b .05). In
summary, all of the results support our theoretical model and associated hypotheses.
4 Bootstrap methods generally outperform other methods of significance testing in mediation models (MacKinnon et al., 2004) and — particularly with small sam-
ples— the bootstrap percentilemethod captures the asymmetry in the sampling distributionmissed by the product-of-coefficients test using the standard error (Shrout
and Bolger, 2002; Cheung and Lau, 2008). The advantages of bootstrap percentilemethodshave also been confirmed for three-pathmediationmodels, and adjusting the
confidence interval limits is required in case the bootstrap distribution fails to center (i.e., is biased) at the sample estimate of the mediated effect (Taylor et al., 2008).

Image of Fig. 2


Table 1
PLS-SEM — direct effects.

(N = 324)

H1: BI Infrastructure Integration → BI Functionality .70***
H2: BI Functionality → BI Self-service .36***
H3: BI Functionality → Performance Measurement Capabilities .39***
H4: BI Self-service → Performance Measurement Capabilities .15**
H5: Performance Measurement Capabilities → Competitive Advantage .18**

Size (Control) → Performance Measurement Capabilities .11*
Size (Control) → Competitive Advantage .10*

Significance levels are: ***p b .001, **p b .01, *p b .05 (one-tailed).
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5. Summary and conclusions

The purpose of this study was to enhance our understanding of how BI quality may improve performance measurement
capability and competitive advantage. BI quality was examined through the three key concepts of (1) infrastructure integration;
(2) functionality; and (3) self-service (i.e., managers' independent use of the BI system). By studying the role of BI quality in
supporting both diagnostic and interactive dimensions of performance measurement capability, we extend BI research concerning
organizational learning and knowledge creation processes. We define three dimensions of BI quality, and also show how it can be
effectively leveraged to support the performance measurement system component of a contemporary MCS. This relationship is
important to understanding how BI supports the creation of competitive advantage.

To test the theoretical model we collected survey responses from 324 CEOs/CFOs (or equivalent) from Australian organizations
with greater than 100 employees. The analysis of the research model using the survey measures indicates that the model is robust
and that all of the theorized relationships amongst the constructs are significant and relevant. The model captures both the direct
effects of BI quality on performance measurement quality and the indirect effects flowing through performance measurement ca-
pability that BI quality has on competitive advantage.

Our research makes three contributions to the BI literature related to MCS. First, we develop and validate a set of constructs
that effectively capture BI quality. The BI quality relationships are significant and the individual constructs exhibit strong validity
and reliability. Second, we take a deeper look at how BI relates to effective MCS by examining key dimensions of performance
measurement capability — the support of both interactive and diagnostic performance measures. Third, our results indicate that
investment in BI infrastructure integration and functionality is associated with increased competitive advantage, and that these
effects occur through performance measurement capabilities.

As with any research, there are limitations that should be considered when weighing the research results. First, the measures
captured by our survey provide a snapshot at a point in time. Without temporal measurement of changes in the theoretical con-
structs it is difficult to establish causality, as the components of the model may be fluid over time. However, a strong theoretical
foundation behind the hypothesized relationships provides a level of confidence in the directionality of the effects identified.
Second, because new issues and perspectives were being explored, new measures needed to be developed for the current study. How-
ever, this was countered by having themeasures reviewed by expert panels and through pre-testing for assessing validity and reliability.
In addition, we obtained strong results for both initial validation and for reliability testing with the final research sample. The benefit of
such a rigorous approach to construct development is that the new construct measures should be useful to researchers in future studies.
Third, the indirect effects involving BI self-service are very small and explain little of the overall effect of BI functionality on performance
measurement capabilities. Lastly, the size of the effect fromperformancemeasurement capabilities to competitive advantage is small, and
our model only explains a small percentage of the variance of competitive advantage. Future research could seek stronger relationships
between BI, performance measurement capabilities and competitive advantage by studying classic MCS moderating variables, such as
environmental uncertainty, business strategy and technology (Chenhall, 2003).

This research provides insights into one more piece of the puzzle underlying the nexus between BI systems, MCS, and orga-
nizational performance. As such, we better understand how BI quality leads to improvements in critical diagnostic and interactive
aspects of MCS capability, and how improvements positively relate to competitive advantage. This research makes a contribution
Table 2
PLS-SEM — indirect effects (H6).

(N = 324)

BI Infrastructure Integration → Competitive Advantage
via BI Functionality → Performance Measurement Capabilities .04**
via BI Functionality → BI Self-service → Performance Measurement Capabilities .01**

BI Functionality → Competitive Advantage
via Performance Measurement Capabilities .06**
via BI Self-service → Performance Measurement Capabilities .01**

BI Self-Service → Competitive Advantage
via Performance Measurement Capabilities .03**

Significance levels are: ***p b .001, **p b .01, *p b .05 (one-tailed).
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to the unfolding body of research on BI systems and MCS. It provides evidence that BI is positively associated with organizational
performance by enhanced organizational learning and business process performance improvement (Elbashir et al., 2008, 2013;
Lee and Widener, 2016). The results of this research help aid our understanding of the specific mechanisms and processes by
which BI can facilitate improvements in diagnostic and interactive aspects of MCS, and how this improved performance measure-
ment facilitates organizational performance improvements.
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Appendix A. Analysis

Table A1

Descriptive statistics.

Constructs and indicators (N = 324)
(Likert scale end-points in brackets)

Mean Standard
deviation

Skew/
SEskewb

Kurtosis/
SEkurtc

BI Infrastructure integration (1–5) 3.36 0.81 −1.90 −1.37

BI Reporting infrastructure integrationa (1–5) 3.57 0.87 −4.05 −0.94
Integrated architecture (1–5) 3.53 1.06 −4.55 −1.10
Shared platform/database (1–5) 3.59 0.95 −4.60 −0.14
Integration with transactional systems (1–5) 3.57 0.96 −4.38 −0.49
Data centralization (1–5) 3.58 0.97 −3.84 −1.11

BI Planning infrastructure integrationa (1–5) 3.13 0.94 −1.43 −2.07
Integrated architecture (1–5) 2.90 1.20 −0.90 −4.07
Shared platform/database (1–5) 3.21 1.09 −2.06 −2.56
Integration with transactional systems (1–5) 3.19 1.05 −2.80 −1.57
Data centralization (1–5) 3.19 1.08 −1.70 −2.82

BI Functionality (1–5) 2.92 0.86 0.03 −1.14

BI Reporting functionality (1–5) 2.95 0.90 −0.59 −1.06
Format/Presentation feat. (1–5) 3.03 1.05 −1.18 −2.19
Interactive reporting (1–5) 2.76 1.03 0.96 −1.89
Ease of use (1–5) 2.96 1.02 −0.01 −1.86
Response/Refresh time (1–5) 3.07 1.05 −0.77 −2.33

BI Planning functionality (1–5) 2.88 0.97 0.32 −2.24
Response/Refresh time (1–5) 2.95 1.07 −0.18 −2.61
Actuals update speed (1–5) 3.03 1.10 −0.50 −3.10
Forecast speed (1–5) 2.94 1.08 −0.12 −3.25
Planning model sophistication (1–5) 2.61 1.06 1.83 −2.04

BI Self-service (1–5) 2.88 1.07 0.13 −2.91

BI Reporting self-service (1–5) 2.96 1.12 −0.39 −3.15
Middle manager users (1–5) 3.03 1.16 −1.24 −3.36
Senior manager users (1–5) 2.88 1.21 0.27 −3.71

BI Planning self-service (1–5) 2.81 1.13 0.48 −3.44
Middle manager users (1–5) 2.89 1.18 0.37 −3.70
Senior manager users (1–5) 2.76 1.21 0.72 3.77

Performance measurement capabilities (1–6) 4.03 0.82 −4.90 3.63

Diagnostic perf. measurement capabilities (1–5) 3.76 0.70 −6.05 5.89
DPMC profit planning (1–5) 3.90 0.78 −7.53 6.47
Follow up on targets (1–5) 3.98 0.86 −6.96 4.64
Track progress towards goals (1–5) 4.09 0.85 −8.16 6.10
Review significant deviations (1–5) 4.06 0.90 −8.08 4.59
Evaluate and control subordinates (1–5) 3.48 0.98 −4.34 −0.14

DPMC non-financial KPIs (1–5) 3.57 0.86 −5.01 2.09
Follow up on targets (1–5) 3.62 0.93 −5.21 1.09
Track progress towards goals (1–5) 3.69 0.90 −5.80 2.29
Review significant deviations (1–5) 3.62 0.96 −3.86 −0.30
Evaluate and control subordinates (1–5) 3.37 0.96 −2.58 −0.84

Interactive perf. measurement capabilities (1–7) 4.46 1.17 −3.04 0.22

IPMC profit planning (1–7) 4.46 1.37 −3.33 −1.02
Senior management interaction (1–7) 4.50 1.84 −2.93 −3.70
Senior/middle management interaction (1–7) 4.03 1.79 −0.43 −3.66

(continued on next page)



Table A1 (continued)

Constructs and indicators (N = 324)
(Likert scale end-points in brackets)

Mean Standard
deviation

Skew/
SEskewb

Kurtosis/
SEkurtc

Consideration of alternatives/scenarios (1–7) 4.63 1.66 −4.31 −1.52
Strategic business change assessment (1–7) 4.68 1.69 −4.11 −2.13

IPMC non-financial KPIs (1–7) 4.46 1.28 −3.13 −0.28
Senior management interaction (1–7) 4.90 1.44 −4.93 0.10
Senior/middle management interaction (1–7) 4.67 1.44 −3.79 −0.96
Consideration of alternatives/scenarios (1–7) 4.00 1.43 −0.15 −2.09
Strategic business change assessment (1–7) 4.30 1.49 1.91 −2.42

Competitive advantage (1–9) 5.84 1.42 0.66 0.06

Sales growth (1–9) 5.85 1.51 0.43 −0.69
Market share (1–9) 5.83 1.46 1.45 −0.56
Profitability (1–9) 5.84 1.91 −1.89 −1.62

Size (log of employees) 2.68 0.48 1.14 1.51

Acronyms: SEskew…skewness standard error (SES); SEkurt …kurtosis standard error (SEK).
a The scores for the constructs are based on the unstandardized latent variable scores.
b Sample skewness divided by standard error of skewness (SES), with test scores N2 or b−2 suggesting significant positive or negative skew (Cramer, 1997, 85).
c Sample kurtosis divided by standard error of kurtosis (SEK), with test scores N2 or b−2 suggesting significant positive or negative kurtosis (Cramer, 1997, 89).

Table A2
Indicator reliability, construct reliability, and construct validity.

1st Order constructs and indicators (N = 324) Loadingsa Cronbach's αb Composite Reliability (ρ)c AVEc

BI planning infrastructure integration .91 .87 .73
Integrated architecture .85
Shared platform/database .89
Integration with transactional systems .86
Data centralization .80

BI reporting infrastructure integration .94 .91 .78
Integrated architecture .89
Shared platform/database .91
Integration with transactional systems .89
Data centralization .85

BI planning functionality .95 .93 .82
Response/refresh time .89
Actuals update speed .93
Forecast create/update speed .92
Planning model sophistication .88

BI reporting functionality .92 .89 .75
Response/refresh time .88
Ease of use .88
Interactive reporting .85
Format/presentation features .86

BI planning self-service .95 .89 .90
Middle manager planning .95
Senior manager planning .95

BI reporting self-service .95 .89 .90
Middle manager reporting .95
Senior manager reporting .95

Diagnostic PMC: profit planning .93 .89 .76
Follow up on targets .89
Track progress towards goals .91
Review significant deviations .88
Evaluate and control subordinates .80

Diagnostic PMC: non-financial KPIs .95 .93 .83
Follow up on targets .93
Track progress towards goals .93
Review significant deviations .92
Evaluate and control subordinates .88

Interactive PMC: profit planning .87 .79 .62
Senior management interaction .77
Senior/middle management interaction .80
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Table A3
PLS cross-loadings— 1st order constructs.

Constructs/indicators (N = 324) 1a 1b 2a 2b 3a 3b 4a 4b 4c 4d 5

1a. BI planning infrastructure integration
Integrated architecture .85 .43 .51 .36 .29 .24 .19 .24 .15 .25 .07
Shared platform/database .89 .50 .52 .42 .37 .31 .27 .30 .24 .31 .02
Integration with transactional systems .86 .55 .61 .52 .34 .30 .30 .26 .25 .35 .04
Data centralization .80 .53 .54 .41 .23 .21 .22 .18 .19 .23 .07

1b. BI reporting infrastructure integration
Integrated architecture .52 .89 .45 .49 .21 .29 .14 .14 .14 .16 .07
Shared platform/database .54 .91 .45 .52 .25 .33 .21 .17 .21 .20 .05
Integration with transactional systems .54 .89 .50 .61 .18 .29 .17 .13 .17 .21 .06
Data centralization .50 .85 .48 .56 .13 .26 .22 .13 .20 .22 .08

2a. BI planning functionality
Response/refresh time .59 .47 .89 .57 .29 .23 .30 .29 .32 .34 .15
Actuals update speed .58 .50 .93 .60 .27 .25 .32 .31 .27 .34 .19
Forecast create/update speed .55 .48 .92 .64 .28 .28 .31 .25 .29 .29 .19
Planning model sophistication .60 .45 .88 .62 .36 .32 .28 .26 .30 .31 .16

2b. BI reporting functionality
Response/refresh time .42 .50 .56 .88 .21 .29 .18 .18 .16 .20 .12
Ease of use .44 .52 .56 .88 .29 .37 .20 .21 .22 .24 .08
Interactive reporting .45 .54 .58 .85 .19 .29 .18 .14 .15 .19 .13
Format/presentation features .44 .58 .62 .86 .25 .33 .15 .16 .19 .22 .09

3a. BI planning self-service
Middle manager .39 .24 .31 .27 .95 .75 .16 .23 .11 .29 .04
Senior manager .30 .17 .32 .25 .95 .78 .15 .20 .14 .26 .01

3b. BI reporting self-service
Middle manager .32 .30 .26 .35 .76 .95 .13 .21 .11 .22 .01
Senior manager .28 .32 .30 .35 .77 .95 .12 .19 .12 .22 .00

4a. Diagnostic PMC — profit planning
Follow up on targets .26 .14 .29 .16 .09 .05 .89 .41 .58 .50 .20
Track progress towards goals .26 .19 .28 .18 .12 .07 .91 .40 .54 .46 .22
Review significant deviations .27 .21 .29 .17 .15 .12 .88 .46 .53 .47 .19
Evaluate and control subordinates .22 .18 .30 .19 .22 .21 .80 .49 .47 .47 .21

4b. Diagnostic PMC — non-financial KPIs
Follow up on targets .26 .13 .25 .17 .22 .20 .44 .93 .35 .73 .10
Track progress towards goals .26 .12 .24 .16 .16 .15 .43 .93 .29 .68 .15
Review significant deviations .25 .15 .29 .17 .22 .19 .48 .92 .34 .69 .10
Evaluate and control subordinates .28 .19 .32 .21 .21 .22 .50 .88 .37 .66 .11

4c. Interactive PMC — profit planning
Senior management interaction .16 .14 .25 .13 .08 .05 .49 .22 .77 .37 .06
Senior/middle management interaction .16 .15 .18 .14 .03 .03 .46 .24 .80 .39 .12
Consideration of alternatives/scenarios .25 .20 .29 .23 .13 .15 .52 .34 .83 .52 .16
Strategic business change assessment .19 .16 .29 .14 .17 .14 .44 .35 .74 .48 .12

4d. Interactive PMC — non-financial KPIs
Senior management interaction .28 .19 .30 .16 .23 .18 .47 .70 .43 .88 .12
Senior/middle management interaction .26 .17 .28 .15 .20 .14 .49 .70 .48 .90 .16
Consideration of alternatives/scenarios .35 .25 .37 .29 .31 .26 .49 .64 .57 .90 .09
Strategic business change assessment .29 .18 .30 .27 .28 .25 .46 .63 .51 .85 .08

5. Competitive advantage
Sales growth .02 .03 .14 .09 .01 .03 .15 .07 .13 .08 .90
Market share .04 .06 .15 .09 .03 .02 .23 .10 .17 .12 .90
Profitability .08 .09 .21 .14 .03 −.02 .22 .15 .10 .13 .86

Table A2 (continued)

1st Order constructs and indicators (N = 324) Loadingsa Cronbach's αb Composite Reliability (ρ)c AVEc

Consideration of alternatives/scenarios .83
Strategic business change assessment .74

Interactive PMC: non-financial KPIs .93 .91 .78
Senior management interaction .88
Senior/middle management interaction .90
Consideration of alternatives/scenarios .90
Strategic business change assessment .85

Competitive advantage .92 .87 .79
Sales growth .90
Market share .90
Profitability .86

a All loadings are significant at p b .001 based on t(n − 2), two-tailed test.
b Internal consistency: All composite reliability (Dillon-Goldstein's ρ) indices are ≥.60 (Bagozzi and Yi, 1988) and all Cronbach's alpha indices are ≥.70 (Nunnally, 1978).
c Convergent validity: All average variance extracted (AVE) indices are ≥.50 (Fornell and Larcker, 1981).
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Table A4
PLS cross-loadings— main constructs.

Constructs/Indicators (N = 324) 1 2 3 4 5

1. BI infrastructure integration
Planning — integrated architecture .71 .48 .28 .26 .07
Planning — shared platform/database .77 .52 .36 .35 .02
Planning — integration with transactional systems .79 .62 .34 .36 .04
Planning — data centralization .74 .52 .24 .24 .07
Reporting — integrated architecture .80 .51 .26 .18 .07
Reporting — shared platform/database .82 .53 .31 .24 .05
Reporting — integration with transactional systems .81 .60 .25 .21 .06
Reporting — data centralization .76 .56 .20 .23 .08

2. BI functionality
Planning — response/refresh time .59 .81 .27 .38 .15
Planning — actuals update speed .60 .85 .27 .38 .19
Planning — forecast create/update speed .58 .86 .29 .34 .19
Planning — planning model sophistication .59 .83 .36 .35 .16
Reporting — response/refresh time .52 .78 .26 .22 .12
Reporting — ease of use .54 .78 .35 .26 .08
Reporting — interactive reporting .55 .77 .25 .20 .13
Reporting — format/presentation features .58 .80 .30 .22 .09

3. BI self-service
Middle manager planning .35 .32 .90 .25 .04
Senior manager planning .26 .31 .91 .23 .01
Middle manager reporting .35 .33 .90 .21 .01
Senior manager reporting .34 .36 .90 .20 .00

4. Performance management capabilities
Diagnostic — profit planning
Follow up on targets .22 .25 .08 .71 .20
Track progress towards goals .25 .26 .10 .69 .22
Review significant deviations .27 .26 .14 .70 .19
Evaluate and control subordinates .22 .27 .23 .68 .21
Diagnostic — non-financial KPIs
Follow up on targets .21 .24 .23 .78 .10
Track progress towards goals .21 .22 .16 .75 .15
Review significant deviations .22 .26 .22 .77 .10
Evaluate and control subordinates .27 .30 .23 .76 .11
Interactive — profit planning
Senior management interaction .17 .21 .06 .52 .06
Senior/middle management interaction .17 .18 .03 .53 .12
Consideration of alternatives/scenarios .25 .29 .15 .64 .16
Strategic business change assessment .19 .24 .16 .58 .12
Interactive — non-financial KPIs
Senior management interaction .26 .26 .22 .78 .12
Senior/middle management interaction .24 .24 .18 .81 .16
Consideration of alternatives/scenarios .34 .36 .30 .80 .09
Strategic business change assessment .26 .32 .28 .76 .08

5. Competitive advantage
Sales growth .03 .13 .02 .13 .90
Market share .06 .13 .03 .19 .90
Profitability .09 .19 .00 .19 .86

Table A5
Correlation/path coefficient matrix and discriminant validity assessment.

Constructs 1 2 3 4 5

1. BI infrastructure integration .78
2. BI functionality .69*** .81
3. BI self-service .35*** .34*** .90
4. Performance measurement capabilities .33*** .36*** .25*** .71
5. Competitive advantage .10* .20*** .02 .21*** .89

Discriminant validity: Bold numbers on the diagonal show the square root of the average variance extracted (AVE) of each construct; all values are greater than those in
the corresponding rows and columns. Off-diagonal values are nonparametric latent variable correlations (Spearman's ρ; two-tailed). Significance levels are ***p b .001,
**p b .01, *p b .05 (two-tailed).
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Appendix B. Questionnaire items
Construct Questions/Indicators

BI reporting infrastructure
integration

Our management reporting and analysis systems (1 to 5):

• are purely spreadsheet based (1) vs. have a fully integrated IT systems architecture (5);
• consist solely of isolated and individualized spreadsheets (1) vs. are integrated by a common, shared online
platform and database (5);

• use highly manual processes to extract data from transactional systems (1) vs. have fully automated integration
with all relevant transactional systems (5);

• are based on data from disparate spreadsheets (1) vs. source all data from a single data warehouse (5).

BI planning infrastructure
integration

Our planning, budgeting, and forecasting systems (1 to 5):

• are purely spreadsheet based (1) vs. have a fully integrated IT systems architecture (5);
• consist solely of isolated and individualized spreadsheets (1) vs. are integrated by a common, shared online
platform and database (5);

• use highly manual processes to extract data from transactional systems (1) vs. have fully automated integration
with all relevant transactional systems (5);

• are based on data from disparate spreadsheets (1) vs. source all data from a single data warehouse (5).

BI reporting functionality Our management reporting and analysis systems [strongly disagree (1); strongly agree (5)]:

• have sophisticated formats and presentation features;
• have highly interactive reporting features;
• are very easy to use and navigate by all users;
• have rapid response and refresh times.

BI planning functionality Our planning, budgeting, and forecasting systems [strongly disagree (1); strongly agree (5)]:

• have rapid response and refresh times;
• are very quickly updated with actual and base-level information;
• allow forecasts and budgets to be quickly created and revised;
• allow sophisticated planning models to be easily implemented and changed.

BI self-service For our management reporting and analysis systems:

• dedicated analysts provide all the information to middle managers (1) to middle managers access and interact
with the system(s) very frequently (5);

• dedicated analysts provide all the information to senior managers (1) to senior managers access and interact
with the system(s) very frequently (5).

For our planning budgeting and forecasting systems:

• dedicated analysts provide all the information to middle managers (1) to middle managers access and interact
with the system(s) very frequently (5);

• dedicated analysts provide all the information to senior managers (1) to senior managers access and interact
with the system(s) very frequently (5).

Diagnostic performance
measurement capabilities

How intensively do senior managers use profit planning activities in your business unit to [strongly disagree (1);
strongly agree (5)]:

o follow up on targets;
o track progress towards goals;
o review significant deviations;
o evaluate and control subordinates.

How intensively do senior managers use non-financial key performance indicators in your business unit to [strongly
disagree (1); strongly agree (5)]:

o follow up on targets;
o track progress towards goals;
o review significant deviations;
o evaluate and control subordinates.

Interactive performance
measurement capabilities

Please indicate the degree to which you agree or disagree with the statements regarding your business unit [strongly
disagree (1); strongly agree (7)]:

o Senior managers meet and discuss profit planning information very frequently (e.g., weekly)
o Middle and senior managers meet and discuss profit planning information very frequently (e.g., weekly)
o Profit planning meetings always include consideration of multiple alternatives and scenarios
o Strategic business changes are always assessed in profit planning meetings
o Senior managers constantly interact with peers to discuss non-financial KPIs
o Middle managers are continually involved in discussing non-financial KPIs with senior managers
o Every discussion of non-financial KPIs involves intensive review and revision of action plans
o Significant business development opportunities are a key focus in all discussions of non-financial KPIs.

(continued on next page)



(continued)

Construct Questions/Indicators

Competitive advantage Relate the situation in your business unit last year. Relative to your competitors, how has your business unit performed
for the following three areas [much worse (1); much better (9)]:

• Sales growth — relative to your major competitors
• Market share — relative to your major competitors
• Profitability — relative to your major competitors.
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